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Motivation

• Possible candidates for new physics: sub-GeV dark sector particles not 
charged under SM forces, only gravitational interaction,”portal” interactions 
with SM particles 

• Thermal freeze-out of DM-SM could explain relic density, and put constraints 
on the parameter space 

• May affect galactic structure formation, muon (g-2)𝜇, etc 

• Parameter space is poorly tested 

• Most accessible via portal interactions with SM: gauge kinetic mixing, MeV - 
GeV mass range, high intensity searches  

• Most viable is interaction of DM with SM through a vector portal A’ boson
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Motivation
• New A’ vector portal boson (dark photon) could mix kinetically with photon 

• A’ corresponds to new U(1)D gauge symmetry, 𝜀 << 1 

• Requirement of thermal freeze-out of DM-SM annihilation through photon-A’ mixing 
allows to derive relations between the parameters (PRD 91,094026 (2015)).  

• Rate of DM annihilation into SM fermions, allows to define signal event rate, y, 

• Decay channels: visible: e+e-, mu+mu-, hadron, …, invisible: A’ ->𝜒 𝜒¯ if mA’ > 2m𝜒. 
It is dominante if 𝛼DM >> 𝜀  . 

• Production: interaction of high energy electrons in an active beam dump target
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large missing energy, carried away by the energetic A
0

produced in the interactions of high-energy electrons in
the active beam dump target, see also [17]. The advan-
tage of this type of experiments is that their sensitivity is
proportional to the mixing strength squared, ✏2, associ-
ated with the A

0 production in the primary reaction and
its subsequent prompt invisible decay, while in the former
case it is proportional to ✏

4
↵D, with ✏

2 associated with
the A

0 production in the beam dump and ✏
2
↵D coming

from the � particle interactions in the detector.

In this work we report new results on the search for the
A

0 and light DM in the fixed-target experiment NA64 at
the CERN SPS. The experimental signature of events
from the A

0 ! invisible decays is clean and they can
be selected with small background due to the excellent
capability of NA64 for the precise identification and mea-
surements of the initial electron state.

The rest of the paper is organised as follows. Section
II outlines the method of search and theoretical setup for
the A

0 production in an electron- nuclei scattering, and
the signal simulation. Here, we mainly focus on the ex-
perimental signature of the A0 ! invisible decays and A

0

production rate. We also attempt to provide an estimate
of the experimental uncertainties associated with the A

0

cross sections calculation required for the sensitivity es-
timate. We revisit here the calculations of Refs.[37–39]
and clarify the apparent disagreements in the numerical
factors in the cross sections for the A

0 production in the
Weizsäcker-Williams framework and exact computations
at tree level. We also discuss additional experimental in-
puts that would be useful to improve the reliability of the
calculated sensitivity of the NA64 experiment. The H4
beam line and experimental set-up is presented in Sec.
III, followed by a description of the event reconstruction
and analysis in Sec. IV. The results on the benchmark
process of dimuon production are presented in Sec.V. In
Sec. VI and VII the signal e�ciency and background
sources are discussed. The final results on the searches
for invisible decays of dark photons and light thermal
DM are reported in Sec. VIII and IX, respectively. We
present our conclusions in Sec. X.

II. METHOD OF SEARCH AND THE A0

PRODUCTION

As follows from the Lagrangian (1)), any source of pho-
tons will produce all kinematically possible massive A

0

states according to the appropriate mixing strength. If
the coupling strength ↵D and A

0 masses are as discussed
above, the A

0 will decay predominantly invisibly.

The method of the search for the A0 ! invisible decay
is as follows [37, 38]. If the A

0 exists it could be pro-
duced via the kinetic mixing with bremsstrahlung pho-
tons in the reaction of high-energy electrons absorbed in
an active beam dump (target) followed by the prompt
A

0 ! invisible decay into DM particles in a hermetic

e− A’

γ

Z

e− Dark 
Sector 

FIG. 1: Diagram contributing to the A0 production in the
reaction e�Z ! e�ZA0, A0 ! dark sector. The produced A0

decays invisibly into dark sector particles.

detector:

e
�
Z ! e

�
ZA

0; A
0 ! ��, (7)

see Fig.1. A fraction f of the primary beam energy
EA0 = fE0 is carried away by � particles, which pen-
etrate the target and detector without interactions re-
sulting in zero-energy deposition. The remaining part
of the beam energy Ee = (1 � f)E0 is deposited in the
target by the scattered electron. The occurrence of the
A

0 production via the reaction (7) would appear as an
excess of events with a signature of a single isolated elec-
tromagnetic (e-m) shower in the dump with energy Ee

accompanied by a missing energy Emiss = EA0 = E0�Ee

above those expected from backgrounds. Here we as-
sume that in order to give a missing energy signature the
�s have to traverse the detector without decaying visi-
bly. No other assumptions are made on the nature of
the A

0 ! invisible decay . In previous work [31, 39],
the di↵erential cross-section A

0-production from reaction
(1) was calculated with the Weizsäcker-Williams (WW)
approximation, see [40, 41]. The cross-sections were im-
plemented a Geant4 [42, 43] based simulations, and the
total number nA0 of the produced A

0 per single electron
on target (EOT), depends in particular on ✏, mA0 , E0

and was calculated as

nA0(✏, mA0 , E0) =
⇢NA

APb

X

i

n(E0, Ee, s)�
A0

WW (Ee)�si

(8)
where ⇢ is density of Pb target, NA is the Avogadro’s
number, APb is the Pb atomic mass, n(E0, Ee, s) is the
number of e± with the energy Ee in the e-m shower at
the depth s (in radiation lengths) within the target of
total thickness T , and �(Ee) is the cross section of the
A

0 production in the kinematically allowed region up to
EA0 ' Ee by an electron with the energy Ee in the el-
ementary reaction (7). The energy distribution �nA0

�EA0
of

the A
0s was calculated by taking into account that the

di↵erential cross-section d�(Ee,EA0 )
dEA0

is sharply peaked at

EA0/Ee ' 1 [40], as shown in Fig.2.
The numerical summation in Eq. (8) was performed

with the detailed simulation of e-m showers done by
Geant4 over the missing energy spectrum in the target,
see Fig.3. According to the simplified WW approxima-
tion [40] the e

�
N scattering total rate can be written

h�vi / ↵DM✏2(m4
�/m

4
A0)

| {z }
y

↵/m2
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NA64 collaboration
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47 researchers from 11 institutes 
Proposed in 2014, first test beam in 2015



Method of search for A’ -> invisible
• If realised by nature, any source of photons will produce all kinematically possible 

massive A’ states with the appropriate mixing strength: e.g. kinetic mixing with 
bremsstrahlung photons in the reaction of high-energy electrons from a beam absorbed 
in an active beam dump. 

• Followed by the prompt decay A’ -> invisible into DM particles: e
-
Z -> e

-
ZA’; A’->𝜒 𝜒¯  

• A fraction of the beam energy, f, is carried away by 𝜒 particles, penetrating the target 
without interactions, EA’ = f E0 

• The remaining part of the beam energy is deposited in the target:  Ee = (1-f) E0  

• Signal signature: excess of events above background with 

• single isolated energy e-m shower with energy Ee < E0 

• missing energy Emiss = EA’ = E0 - Ee  

• Number of A’ produced per electron on target (EOT):
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Simulation of eZ->ezA’; A’ -> invisible
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Simulation of eZ->eZA´; A´-> invisible @ BG 
GEANT4 + code for A´emission in the process of e-m 

shower development. σ(e-Z->e-ZA´) from Bjorken et al. 2009  

MA´= 50 
MeV

ε  ≤10-1 

SM events:
EECAL+EHCAL ~ E0 

A´events:
EECAL<E0; EHCAL=0

Gninenko, Kirsanov, 
Krasnikov, Kirpichnikov 

PRD(2016)

• Geant4 and A’ emission in the e-m shower development.  
• Cross section from Bjorken et al. 2009. 
• Sensitivity ~ ε2 (A’ production vertex) - while for beam dump experiments ~ ε2αD 

(+ A’ decay and 𝜒 scattering off electrons in the target detector). 
• For small ε mixing parameter this scheme has great advantage.

NA64 – Principle of  the Experiment

Paolo Crivelli

Dark photon production and decay:
through kinetic mixing of a Bremsstrahlung photon in the ECAL. 

Dark Photon signature:
- Tagged 100 GeV electron 
- Missing energy in the ECAL 
 (threshold<50 GeV)
- no activity in VETO and HCAL

3

The Dark photon would escape then the 
setup undetected through
the invisible decay A’



NA64 experiment setup 
invisible search mode
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Short logbook, 30August – 2 October 2017.  
 
30 August start of run. 
Installation from 9:00 30.08 up to 17:00 30.08.  
31 August. Safety inspection at 15:30. 
 

NA64 setup for invisible mode. 

 
 
1 September; Calibration, commissioning, tuning beam and detectors. 
14:00. Switch to 0 degree production, high intensity electron beam. Beam tuning by Nicos. 
2 September:   0:00; HCAL3 HV adjustment and calibration;  
0-2-3   A=2445 HV=942 1-2-3  A=2470 HV=910 2-2-3  A=2380 HV=990 
0-1-3   A=2501 HV=830 1-1-3  A=2423 HV=820 2-1-3  A=2540 HV=930 
0-0-3   A=2528 HV=885 1-0-3  A=2501 HV=830 2-0-3  A=2400 HV=838 

HCAL2 HV adjustment and calibration;  
0-2-2   A=2480 HV=940 1-2-2  A=2559 HV=780 2-2-2  A=2546 HV=767 
0-1-2   A=2433 HV=690 1-1-2  A=2521 HV=830 2-1-2  A=2570 HV=846 
0-0-2   A=2421 HV=802 1-0-2  A=2568 HV=878 2-0-2  A=2459 HV=860 

3 September: 
Night shift – Ecal precalibration, HV tuning 
HCAL1 HV adjustment and calibration;  
0-2-1   A=2591 HV= 1-2-1  A=2450 HV= 2-2-1  A=2566 HV= 
0-1-1   A=2467 HV= 1-1-1  A=2536 HV= 2-1-1  A=2558 HV= 
0-0-1   A=2453 HV= 1-0-1  A=2520 HV= 2-0-1  A=2499 HV= 

HV code saved. 
4 September: 
Ecal calibration. 
Beam tuning, beam file H4A.NA64.004 high intensity from Nicos.  
COLL: 1 -  ±20; 2 - ±40; 3 - ±40; 4 - ±40; 5 - ±10; 6 - ±35; 7 - ±35; 8 - ±5; 9 - ±10; 10 - ±10; 
S0 = 3.08x106, S1 = 3.10x106 , V0 = 3.9x105 
5 September:   
HCAL0 HV adjustment and calibration;  

100 GeV 
e- beam
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Lomonosov conference 
August 2017 Moscow 

Search for for dark sector physics in missing 
 energy events in the NA64 experiment   NA64 experiment setup



Key moments in reconstruction
• Synchrotron Radiation detector (SRD) made as lead - 

scintillator sandwich used to suppress pions and other 
heavier then e- particles from the beam. 

• The shower profile in the ECAL is compared to profile of 
true electrons in order to suppress wrong particles. 

• Micromegas track detectors are used to reconstruct the 
momentum of e- before the ECAL  to suppress small 
fraction of soft electrons from interaction in beam line 
elements.
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Key moments in reconstruction
• Each ECAL module is 40 X0 with a 4X0 preshower 

initial part, electron energy resolution: dE/E ~ 0.1/√E 

• Requiring in-time between SRDs combined with ECAL 
longitudinal and lateral shower information: 𝜋/e- < 
10-5, 95% e- ID efficency (NIM A 866 (2017) 196). 

• V2 after ECAL to veto charged secondaries, and 
HCAL (30 𝜆int, Fe+Sc) to veto on muons or hadronic 
secondaries.
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Data taking in 2016
• 1st Run period: 29.06-13.07 (2w) 

• 2nd Run period: 12.10-09.11 (4w) 

• Low intensity: nEOT = 2.3x1010 (~1.4-2x106 e- /spill) 

• Medium intensity: nEOT = 1.1x1010 (~3-3.5x106 e- /
spill) 

• High intensity: nEOT = 0.9x1010 (~4.5-5x106 e- /spill) 

• Tr(A’)=ΠSi x V1 x PS(>EPS) x ECAL(<EECAL)

GGI Conference, Florence Oct 201712
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FIG. 6: Event distribution in the (EECAL;EHCAL) plane from the runs II(top row) and III (bottom row) data. The left panels
show the measured distribution of events at the earlier phase of the analysis. Plots in the middle show the same distribution after
applying all selection criteria, but the cut against upstream interactions. The right plots present the final event distributions
after all cuts applied. The dashed area is the signal box region which is open. The side bands A and C are the one used for the
background estimate inside the signal box. For illustration purposes the size of the signal box along EHCAL-axis is increased
by a factor five.

uncertainties in the A
0 yield calculations. Let us first

briefly review the description of the gamma conversion
into a muon-antimuon pair implemented in Geant4. The
dimuon production was also used as a reference for the
prediction of background, see Sec. VII.

A. Simulation of dimuon events

The dimuon production has been simulated with
Geant4 [43] and a code developed by NA64 used also
for simulation of dark photon production [39]. Here, we
report our comparison with data based mostly on Geant4
simulation for decays and propagation of muons through
the detectors. However, we anticipate that comparison
of dimuon results with the NA64 code will follow in the
near future, as it expected to be an important cross-check
of the A

0 yield calculations reported in this work and in
Ref.[47].

The gamma conversion into a muon-antimuon pair

�Z ! µ
+
µ
�
Z (17)

on nuclei is a well known reaction in particle physics
(Bethe-Heitler process). The simulation of this reaction

in Geant4 is based on the di↵erential cross section for
electromagnetic creation of muon pairs on nuclei (A,Z)
in terms of the energy fraction of muons [57, 58]:

d�

dx+
= 4↵Z2

r
2
µ

⇣
1� 4

3
x+x�

⌘
log(W ) , (18)

where x+ =
Eµ+

E�
, x� =

Eµ�

E�
, ↵ = 1

137 and rµ = ↵
mµ

is

the classical radius of muon and

W = W1
1 + (Dn

p
e� 2)�/mµ

1 +BZ�1/3
p
e�/me

, (19)

where W1 = BZ�1/3

Dn

mµ

me
, � =

m2
µ

2E�x+x�
,
p
e = 1.6487.

For hydrogen the values B = 202.4 and Dn = 1.49 are
used. For other nuclei those are B = 183 and Dn =
1.54A0.27. Here, A is the atomic number of the nuclei.
The di↵erential cross section is symmetric in x+ and x�,
and a relation is

x+x� = x± � x
2
± (20)

takes place. The di↵erential cross section (18) can be
rewritten in the form

1

�0

d�

dx
= [1� 4

3
(x� x

2)]
logW

logW1
, (21)

ECAL vs HCAL energy

• Region I: dimuon events 

• Region II: EECAL + EHCAL = 
100 GeV 

• Region III: pile-up of e- and 
beam hadrons (1-20%)
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Dimuon production as reference
• Rare process gamma to muon conversion (eZ->eZγ;γ->μμ), many 

similarities with our signal. Available in G4, off by default. 

• Can be used to estimate corrections to signal reconstruction 
efficiency and uncertainties in A’ yield calculations 

• HCAL energy around 10 GeV. 

• ~104 dimuon pairs detected in HCAL in 2016 run period. 

• MC simulation: cross section have been biased in G4 by a factor 
of 200 to have good statistics. 

• MC compared with Data.

GGI Conference, Florence Oct 201714



Dimuon reconstruction
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Here x = x+ or x = x�. The total cross section was
obtained by integration of the di↵erential cross section,
namely

�tot(E�) =

Z xmax

xmin

d�

dx+
dx+ , (22)

where xmax = 1
2 +

q
1
4 � mµ

E�
, xmin = 1

2 �
q

1
4 � mµ

E�
.

Numerically for Pb nuclei �tot = 30.2; 334; 886 µb for
E� = 1, 10, 100 GeV, respectively.

Note, that formula (18) for the cross section was ob-
tained from the tree level formula for the di↵erential cross
section �Z ! µ

+
µ
�
Z by taking into account both the

atomic and nuclear form-factors and without using the
WW approximation of equivalent photons. Even though
the production mechanisms of the A

0 and µ
+
µ
� pair are

di↵erent, the number of A0 and dimuon events, are both
proportional to the square of the Pb nuclear form fac-
tor F (q2) and are sensitive to its shape. As the mass
(mA0 ' mµ) and q

2 (q ' m
2
A0/EA0 ' m

2
µ/Eµ) ranges of

the final state for both reactions are similar, the observed
di↵erence can be considered as due to the accuracy of the
dimuon yield calculation for heavy nuclei and, thus can
be conservatively accounted for as additional systematic
uncertainty in nA0 .
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FIG. 7: Selected dimuon events in the (EECAL;EHCAL)
plane.

B. Yield of dimuon events

The dimuon events were selected with the trigger (14),
which accepted only events with the ECAL energy depo-
sition smaller than ' 80 GeV. Because only muons can
punchthrough the total length of the modules HCAL1-3
(' 21�int) without interactions, the selection was based
on the requirement of the energy deposited in HCAL1
and HCAL4 modules to be in the range 1 . EHCAL1,4 .
6 GeV, which is comparable with that expected from a
single muon or dimuon pair. In Fig. 7 the distribution
of selected dimuon events in the (EECAL;EHCAL) plane

is shown. Here EHCAL is the total energy deposited in
the four HCAL modules.
The dimuon yield was estimated from the observed

number of reconstructed dimuon events. The comparison
of the number of observed (ndata

2µ ) and predicted (nMC
2µ

) µ
+
µ
� pairs and the corresponding reconstruction e�-

ciency (
ndata
2µ

nMC
2µ

) is shown in Table I. One can see, that the

reconstruction e�ciency of µ+
µ
� pairs were found to be

beam rate dependent. The maximal di↵erence between

TABLE I: Dimuon selection e�ciency for the data samples
from the runs I-III obtained at di↵erent beam intensity for
EECAL < 60 GeV.

Data beam ntot, 10
6 nMC

2µ ndata
2µ E�ciency

sample intensity, 106

run I 1.8 171 1223 1124 0.92
run II 3.2 208.5 1491 1268 0.85
run III 4.6 597 4271 3417 0.81

the number of observed and MC predicted µ
+
µ
� events

with EECAL . 60 GeV is ' 20%. Part of the di↵erence
is explained mainly by additional ine�ciency of dimuon
reconstruction due to pileup e↵ect at higher beam in-
tensity (see, Sec.VI). The observed discrepancy at lower
beam rate of the order of ' 10% can be interpreted as
due to the inaccuracy of the dimuon yield calculation for
heavy nuclei and, thus can be conservatively accounted
for as systematic uncertainty in the A

0 yield nA0 .

C. The HCAL and ECAL energy distributions

An example illustrating good agreement between dis-
tributions of energy deposited by µ

+
µ
� in the HCAL

module 2, for the data and MC is shown in Fig.8. On
the right panel of the plot one can see a small peak at
' 2.5 GeV from single muons originated from events
when one of the muon from the µ

+
µ
� pair did not reach

the HCAL3. An additional cross-check was made by
comparing the distributions of the energy EECAL de-
posited by scattered electrons from the reaction (16) in
the ECAL taking into account small corrections due to
dimuon energy depositions. This comparison of the data
vs MC EECAL distributions for the high intensity run
III is shown in Fig.9. One can see that the predicted and
measured spectra are in a reasonable agreement and are
not significantly distorted by pileup events.

VI. SIGNAL EFFICIENCY

Several signal detection e�ciencies contribute to the
value of ✏tot(mA0) in the NA64 detector:

✏tot(mA0) = ✏e · ✏A0 · ✏ECAL · ✏V · ✏HCAL (23)
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FIG. 8: Comparison of expected (solid) and measured (dots) distributions of dimuon events in the HCAL2 (left panel) and
HCAL module 3 (right panel). The small bump at ' 2.5 GeV originates from a single muon of the pair when the other one
stops in the previous module. The spectra are normalised to the same number of events.
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FIG. 9: Distribution of energy deposited in the ECAL tar-
get by the scattered electron from the reaction (16) for the
selected dimuon events from the data sample of the run III
(points) and MC events (histogram). Spectra are normalised
to the same number of events.

where ✏e, ✏A0 , ✏ECAL, ✏V and ✏HCAL are the e�ciency
factors for the incoming e

� detection, the A
0 acceptance

in the signal box range, and the e�ciencies for the sig-
nal to pass the ECAL, V2 , and HCAL selection crite-
ria, respectively. These factors were determined from the
sample obtained with MC simulations and from the data
samples of e� and dimuon events. The flux and spectra
of the A’s produced in the ECAL target by primary elec-
trons were calculated using the approach reported in ref.
[39] taking into account the development of the signal
e-m shower from reaction (7) in the ECAL target (see,
Sec. V).

A. The ECAL signal e�ciency

The reconstruction e�ciency ✏ECAL for signal events
was calculated for di↵erent A0 masses as a function of en-
ergy deposited in the ECAL. Compared to the ordinary e-
m shower, the ✏ECAL value for the e-m shower induced by
an A

0 event has to be corrected mainly due to di↵erence
in the longitudinal e-m showers development at the early
stages in the PS detector [39]. This correction depends
on the threshold E

th
PS of the energy deposited in the PS

used in the trigger (14) and was typically . (5 ± 3)%
where the errors came from the E

th
PS threshold variation

during data taking.

The sensitivity of the NA64 experiment is defined by
the number of accumulated events which depends on the
beam intensity. The intensity is limited by the pulse du-
ration (⌧ECAL ' 100 ns) from the ECAL MSADC shaper
resulting in a maximally allowed electron counting rate
of ' 106 e

�
/s in order to avoid significant loss of the

signal e�ciency due to the pileup e↵ect. To evade this
limitation, we have implemented a pileup removal algo-
rithm to allow for high-e�ciency reconstruction of the A0

signal and energy in high electron pileup environments,
and run the experiment at the electron beam rate ' a few
106 e�/spill. This is in particular important in the case of
signal events, because the shape of the EECAL spectrum
can be used for the A

0 mass evaluation [39]. The shape
is in particular sensitive to the mass in the low energy
region which is the most a↵ected by the pileup pulses
which may occur somewhat earlier or later than the de-
sired pulse and may seriously a↵ect the reconstruction
e�ciency of signal events.

A simple pileup removal algorithm was used in the
analysis of the data and MC samples of events obtained
for high beam intensity. All ECAL cells were requested to
have a single MSADS peak with a cell-time within ±2 ns
of the trigger time if the energy deposited in the cell was
more than 1 GeV. If several peaks were found, the one
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FIG. 8: Comparison of expected (solid) and measured (dots) distributions of dimuon events in the HCAL2 (left panel) and
HCAL module 3 (right panel). The small bump at ' 2.5 GeV originates from a single muon of the pair when the other one
stops in the previous module. The spectra are normalised to the same number of events.
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FIG. 9: Distribution of energy deposited in the ECAL tar-
get by the scattered electron from the reaction (16) for the
selected dimuon events from the data sample of the run III
(points) and MC events (histogram). Spectra are normalised
to the same number of events.

where ✏e, ✏A0 , ✏ECAL, ✏V and ✏HCAL are the e�ciency
factors for the incoming e

� detection, the A
0 acceptance

in the signal box range, and the e�ciencies for the sig-
nal to pass the ECAL, V2 , and HCAL selection crite-
ria, respectively. These factors were determined from the
sample obtained with MC simulations and from the data
samples of e� and dimuon events. The flux and spectra
of the A’s produced in the ECAL target by primary elec-
trons were calculated using the approach reported in ref.
[39] taking into account the development of the signal
e-m shower from reaction (7) in the ECAL target (see,
Sec. V).

A. The ECAL signal e�ciency

The reconstruction e�ciency ✏ECAL for signal events
was calculated for di↵erent A0 masses as a function of en-
ergy deposited in the ECAL. Compared to the ordinary e-
m shower, the ✏ECAL value for the e-m shower induced by
an A

0 event has to be corrected mainly due to di↵erence
in the longitudinal e-m showers development at the early
stages in the PS detector [39]. This correction depends
on the threshold E

th
PS of the energy deposited in the PS

used in the trigger (14) and was typically . (5 ± 3)%
where the errors came from the E

th
PS threshold variation

during data taking.

The sensitivity of the NA64 experiment is defined by
the number of accumulated events which depends on the
beam intensity. The intensity is limited by the pulse du-
ration (⌧ECAL ' 100 ns) from the ECAL MSADC shaper
resulting in a maximally allowed electron counting rate
of ' 106 e

�
/s in order to avoid significant loss of the

signal e�ciency due to the pileup e↵ect. To evade this
limitation, we have implemented a pileup removal algo-
rithm to allow for high-e�ciency reconstruction of the A0

signal and energy in high electron pileup environments,
and run the experiment at the electron beam rate ' a few
106 e�/spill. This is in particular important in the case of
signal events, because the shape of the EECAL spectrum
can be used for the A

0 mass evaluation [39]. The shape
is in particular sensitive to the mass in the low energy
region which is the most a↵ected by the pileup pulses
which may occur somewhat earlier or later than the de-
sired pulse and may seriously a↵ect the reconstruction
e�ciency of signal events.

A simple pileup removal algorithm was used in the
analysis of the data and MC samples of events obtained
for high beam intensity. All ECAL cells were requested to
have a single MSADS peak with a cell-time within ±2 ns
of the trigger time if the energy deposited in the cell was
more than 1 GeV. If several peaks were found, the one

ECAL HCAL2



Analysis: efficiency and uncertainties

• Values correspond to high-intensity run.  

• Total efficiency varying 0.73±0.12 to 0.50±0.13. 

• ECAL and incoming e- selection most rate dependent.
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E�ciency Value, uncertainty sample
number of collected EOT, nEOT 1± 0.02 e� Data
incoming e� selection cuts, ✏e 0.58± 0.03 e� Data

A0 yield, ✏A0 ✏, mA0 dependent, 10% MC, Dimuons
ECAL selection cuts, ✏ECAL 0.93± 0.06 Data, Dimuons

Veto cut, ✏V 0.94± 0.03 Data, MC
HCAL selection cuts, ✏HCAL 0.98± 0.02 Data, MC

Total 0.50± 0.13

TABLE II: Summary of e�ciencies for the signal event selection in the data sample obtained with intensity 5.1⇥ 106 e�/spill.

has been performed with a particular attention to
the boundaries between cells, fibers positions, and
dead materials. No significant leak of energy has
been observed.

• Detector hermeticity. The fake signature of
Eq.(15) could also arise when either: i) a high-
energy bremsstrahlung photon from the reaction
eZ ! eZ�, or ii) leading hadron h from the reac-
tion eZ ! eZX + h in the target escape detection
due to punchthrough in the HCAL. The reaction i)
may occur if an energetic photon induces a photo-
nuclear reaction accompanied by the emission of
a leading neutral particle(s), such as e.g. a neu-
tron. The neutron then could be undetected in the
rest of the detector. Taking into account the esti-
mated non-hermeticity of the detector, the proba-
bility of the reaction is found to be . 10�14. For
the charged secondaries the punchthrough is highly
suppressed by the observation of energy deposition
in the HCAL modules. As the number of photo-
electrons per MIP crossing the HCAL module was
measured to be in the range nph.e. ' 150 � 200/
MIP the ine�ciency of the punchtrough detection
is . 10�10 making the overall background negligi-
ble.

For the case ii) the punchthrough probability of a
leading neutral hadron, such as a neutron and/or
K

0
L, is defined by exp(�Ltot/�int), where Ltot is the

(ECAL+HCAL) length sum. It has been estimated
separately with a pion beam and compared with
simulations [38] . It has been found that the over-
all hadron punchthrough probability is below 10�12

for the total thickness of the ECAL and HCAL of
about 30 �int. This value should be multiplied by
a factor . 10�4, which is the probability of a lead-
ing hadron electroproduction in the ECAL target.
Taking this into account the final estimate results
to the negligible level of this background per in-
coming electron. The HCAL non-hermeticity for
high energy neutral hadrons was cross-checked with
Geant4-based MC simulations [39]. For the energy
threshold E

th
HCAL ' 1 GeV the non-hermeticity is

expected to be at the level . 10�9. Taking into
account the probability to produce a single lead-
ing hadron per incoming electron as Ph . 10�4, an

overall level of this background of . 10�13 is ob-
tained. This is in agreement with the above rough
estimate.

FIG. 12: Energy distribution of events in the side band C
collected in the run II with intensity ' 3.5 ⇥ 106 e�/spill
and obtained with pileup algorithm. The curve shows single
exponential fit to the data, while the dashed one represents
extrapolation to the signal region which predicts nb = 0.041±
0.02 background events.

• Large transverse fluctuations. Another possible
source of background was caused by the large trans-
verse fluctuations of hadronic showers from the
reaction eZ ! eZ+ � 2 neutrals induced by
electrons in the ECAL. In such events all sec-
ondary long-lived neutral particles (such as neu-
trons and/or K0

L’s) could be produced in the target
at a large angle, the HCAL and escape the detector
without depositing energy through the lateral sur-
face, thus resulting in the fake signal event. Tak-
ing into account results from the previous study
[39, 59, 60], a conservative estimate for this back-
ground gives the level . 10�14 per incoming elec-



Analysis cuts

• Left: only SRD cut to be e- events 

• Middle: all selection but cut against upstream interactions (Tracker hit 
multiplicity, and lateral energy spread and time spread in HCAL cells) 

• Right: final event selection
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FIG. 6: Event distribution in the (EECAL;EHCAL) plane from the runs II(top row) and III (bottom row) data. The left panels
show the measured distribution of events at the earlier phase of the analysis. Plots in the middle show the same distribution after
applying all selection criteria, but the cut against upstream interactions. The right plots present the final event distributions
after all cuts applied. The dashed area is the signal box region which is open. The side bands A and C are the one used for the
background estimate inside the signal box. For illustration purposes the size of the signal box along EHCAL-axis is increased
by a factor five.

uncertainties in the A
0 yield calculations. Let us first

briefly review the description of the gamma conversion
into a muon-antimuon pair implemented in Geant4. The
dimuon production was also used as a reference for the
prediction of background, see Sec. VII.

A. Simulation of dimuon events

The dimuon production has been simulated with
Geant4 [43] and a code developed by NA64 used also
for simulation of dark photon production [39]. Here, we
report our comparison with data based mostly on Geant4
simulation for decays and propagation of muons through
the detectors. However, we anticipate that comparison
of dimuon results with the NA64 code will follow in the
near future, as it expected to be an important cross-check
of the A

0 yield calculations reported in this work and in
Ref.[47].

The gamma conversion into a muon-antimuon pair

�Z ! µ
+
µ
�
Z (17)

on nuclei is a well known reaction in particle physics
(Bethe-Heitler process). The simulation of this reaction

in Geant4 is based on the di↵erential cross section for
electromagnetic creation of muon pairs on nuclei (A,Z)
in terms of the energy fraction of muons [57, 58]:

d�

dx+
= 4↵Z2

r
2
µ

⇣
1� 4

3
x+x�

⌘
log(W ) , (18)

where x+ =
Eµ+

E�
, x� =

Eµ�

E�
, ↵ = 1

137 and rµ = ↵
mµ

is

the classical radius of muon and

W = W1
1 + (Dn

p
e� 2)�/mµ

1 +BZ�1/3
p
e�/me

, (19)

where W1 = BZ�1/3

Dn

mµ

me
, � =

m2
µ

2E�x+x�
,
p
e = 1.6487.

For hydrogen the values B = 202.4 and Dn = 1.49 are
used. For other nuclei those are B = 183 and Dn =
1.54A0.27. Here, A is the atomic number of the nuclei.
The di↵erential cross section is symmetric in x+ and x�,
and a relation is

x+x� = x± � x
2
± (20)

takes place. The di↵erential cross section (18) can be
rewritten in the form

1

�0

d�

dx
= [1� 4

3
(x� x

2)]
logW

logW1
, (21)

Medium beam intensity



Backgrounds
• Leak of energy through holes, cracks in the detector 

• X-Y scan of ECAL and HCAL - no significant E leak found 

• Detector hermeticity: photo-nuclear reaction producing neutrons, charged hardons escaping 
detection in HCAL (non-herm) 

• pion beam test, Data-MC comparison, single hadron prod. prob. <10
-4

, non hermeticity < 10
-9

, 
overall negligible < 10

-13
 

• Large transverse fluctuations from hadronic showers, long lived neutral emitted at large angles: 
similar to previous estimates 

• Upstream interactions: requires precise knowledge of dead material in the beam line 

• SRD, V2, tracker suppression of secondaries 

• HCAL: lateral E and time spread compared with that expected from single electrons interacting 
in the ECAL target 

• estimation from data control regions 

• Particle in-flight decays 

• SRD, ECAL energy and incoming track angle
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Backgrounds
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TABLE III: Summary of estimated numbers of background events inside the signal box for 4.3⇥ 1010 EOT.

Background source Estimated number of events, nb

hermeticity: punchthrough �’s, cracks, .. < 0.001
loss of hadrons from e�Z ! e� + hadrons < 0.001
loss of muons from e�Z ! e�Z�; � ! µ+µ� 0.005± 0.001
µ ! e⌫⌫, ⇡, K ! e⌫, Ke3 decays 0.02± 0.004
e� interactions in the beam line materials 0.09± 0.03
µ,⇡,K interactions in the target 0.008± 0.002
accidental SR tag and e� from µ,⇡,K decays < 0.001
Total nb 0.12± 0.04

pressed by requiring shower energy to be < 50 GeV
and the incoming track azimuthal angle to be below
5 mrad. The transverse and longitudinal shower
shape at the ECAL was also used to distinguish the
single electron shower from the overlapped one.

Similar background was caused by a random super-
position of uncorrelated low-energy, 50 - 70 GeV,
electron from the low-energy beam tail and 100
GeV beam µ, ⇡, K occurring during the detec-
tor gate-time. The electron could emit the amount
of SR energy above the threshold which is detected
in the SRD as a tag of 100 GeV e

� and then is
deflected by the spectrometer magnets out of the
detector’s acceptance angle. While the accompany-
ing mistakenly tagged µ,⇡ or K could either decays
in-flight in front of the ECAL into the e�+X state
with the decay electron energy less then the beam
energy, or could also interact in the target produc-
ing an e-m like cluster below 50 GeV though the
µZ ! µZ� or ⇡,K charge-exchange reactions, ac-
companied by the poorly detected scattered µ, or
secondary hadrons, thus resulting in both cases to
the signal signature of Eq.(15). These background
components were simulated with a statistics higher
or comparable to the number of events expected
from the data and was found to be small.

The remaining physical backgrounds were

• Dimuon, ⌧ , charm decays. The process (16) could
mimic the signal either i) due to muons decay in
flight inside the ECAL target into e⌫⌫ state, or ii)
if the muons escape detection in the V2 and HCAL
modules due to fluctuations of the energy (number
of photoelectrons) deposited in these detectors. In
the case i) the relatively long muon lifetime results
in a small probability to decay inside the ECAL.
For the case ii) the background is suppressed by
the high-e�ciency veto system V2+HCAL. The V2

was a ⇠ 4 cm thick high-sensitivity scintillator ar-
ray whose ine�ciency for a single muon detection
was estimated to be . 10�4. Therefore, the level
of dimuon background is expected to be < 10�13

per EOT. The fake signal could also arise from the
reactions of ⌧ , e.g., eZ ! eZ⌧

+
⌧
�; ⌧ ! e⌫⌫, or

charm, e.g., eZ ! eZ + Ds + anything; DS !
e+ ⌫ + anything, production and their subsequent
prompt decays into an electron accompanied by
emission of neutrinos. The estimate show that
these backgrounds are also expected to be negli-
gible.

• Finally, the electroproduction of a neutrino pair
eZ ! eZ⌫⌫ resulting in the invisible final state
accompanied by energy deposition in the ECAL1
from the recoil electron can occur. An estimate
showed that the ratio of the cross sections for this
reaction to the bremsstrahlung cross section is well
below 10�13 [37].

In Table III the contributions from all background pro-
cesses estimated by using the MC simulations, exept for
those from beam interactions in the upstream part of
the setup, are summarized. The final number of back-
ground events estimated from the combined MC and data
events is nb = 0.12 ± 0.04 events for 4.3 ⇥ 1010 EOT.
The estimated uncertainty of about 30% was due mostly
to the uncertainty in background level from upstream
beam interactions. It also includes the uncertainties in
the amount of passive material for e� interactions, in the
cross sections of the hadron charge-exchange reactions on
lead (30%), and systematic errors related to the extrap-
olation procedure. The total systematic uncertainty was
calculated by adding all errors in quadrature.

VIII. RESULTS AND CALCULATION OF
LIMITS

In the final statistical analysis the three runs I-III were
analysed simultaneously using the multi-bin limit set-
ting technique. The corresponding code is based on the
RooStats package [61]. First of all, the above obtained
background estimates, e�ciencies, and their corrections
and uncertainties were used to optimize more accurately
the main cut defining the signal box by comparing sensi-
tivities, defined as an average expected limit calculated
using the profile likelihood method, with uncertainties
used as nuisance parameters. Log-normal distribution
was assumed for the nuisance parameters [62]. The most

• Dominant contribution from upstream interactions 

• 30% uncertainty also mainly due to upstream interactions 

• Estimated from extrapolation of background control regions to signal region



Analysis
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• Data collected from 2016 runs are divided in 3 bins: low, medium and high intensity 
beam. 

• For each bin the background, efficiency corrections and uncertainties are estimated. 

• A cut optimisation for the maximum sensitivity was performed for ECAL cut.  

• The expected sensitivity was calculated with the Profile Likelihood method with 
RooStats, using the PL as test statistics, and taking the asymptotic approximation. 

• Each ith entry for each data: simulating signal events for beam conditions and 
reconstructing w/ selection criteria, and efficiency corrections. 

• Results also cross checked with simple limit from Poisson signal model with log-normal 
used for systematic uncertainty terms. Results agree within %.

16

FIG. 13: The sensitivity, defined as an average expected limit,
as a function of the ECAL energy cut for the case of the A0

detection with the mass mA0 ' 20 MeV.

important inputs for this optimization were the expected
values from the background extrapolation into the signal
box for the data samples of the runs I,II,III. The un-
certainties for background prediction were estimated by
varying the extrapolation functions, as previously dis-
cussed. An example of the optimization obtained for the
mA0 ' 20 MeV is shown in Fig.13, and is similar to
other mass values. This optimization confirmed the pre-
liminary choice of the cut on the signal region EEC < 50
GeV, also previously used in Ref.[31].

Overall optimization and improvement of the signal
selection and background rejection criteria resulted in
roughly more than a factor 10 reduction of the expected
backgrounds per EOT and an increase of a factor 2 in the
e�ciency of A0 ! invisible decay at higher beam rate for
the run III compared to those obtained in the analysis
reported in Ref.[31]. For the full 2016 exposure, the esti-
mate of the number of background events expected from
the sources discussed above per 1010 EOT was nb = 0.03,
while for the run of Ref.[31] it was nb = 0.5.

After determining and optimizing all the selection cri-
teria and estimating background levels, we examined the
events in the signal box and found no candidates, as
shown in Fig. 6. We proceeded then with the calculation
of the upper limits on the A

0 production. The combined
90% confidence level (C.L.) upper limits for the corre-
sponding mixing strength ✏ were determined from the
90% C.L. upper limit for the expected number of signal
events, N90%

A0 by using the modified frequentist approach
for confidence levels (C.L.), taking the profile likelihood
as a test statistic in the asymptotic approximation [63–
65]. The total number of expected signal events in the
signal box was the sum of expected events from the three
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FIG. 14: The NA64 90% C.L. exclusion region in the (mA0 , ✏)
plane. Constraints from the BaBar [32], E787 and E949 ex-
periments [26, 27], as well as the muon ↵µ favored area are also
shown. Here, ↵µ =

gµ�2
2 . For more limits obtained from indi-

rect searches and planned measurements see e.g. Ref. [13, 14].

mA0 , MeV 90% C.L. upper limit 90% C.L. upper limit
on ✏, 10�4 , no k-factors on ✏, 10�4with k-factors

1.1 0.21 0.18
2 0.227 0.236
5 0.42 0.48

16.7 1.2 1.29
20 1.24 1.54
100 5.3 7.95
200 12.6 21.8
500 37.4 94.4
950 91.0 349.0

TABLE IV: Comparison of upper bounds on mixing ✏ at 90
% CL obtained with WW and exact calculations for the Pb-Sc
ECAL target for Emiss > 0.5E0 at E0 = 100 GeV.

runs:

NA0 =
3X

i=1

N
i
A0 =

3X

i=1

n
i
EOT ✏

i
totn

i
A0(✏,mA0 ,�Ee) (26)

where ✏
i
tot is the signal e�ciency in the run i given by

Eq.(23), and the n
i
A0(✏,mA0 ,�EA0) value is the signal

yield per EOT generated by a single 100 GeV electron
in the ECAL target in the energy range �Ee. Each i-
th entry in this sum was calculated by simulating the
signal events for corresponding beam running conditions
and processing them through the reconstruction program
with the same selection criteria and e�ciency corrections
as for the data sample from the run-i. The expected
backgrounds and systematic errors estimated for the run
were also used in the limits calculation. The combined
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detection with the mass mA0 ' 20 MeV.

important inputs for this optimization were the expected
values from the background extrapolation into the signal
box for the data samples of the runs I,II,III. The un-
certainties for background prediction were estimated by
varying the extrapolation functions, as previously dis-
cussed. An example of the optimization obtained for the
mA0 ' 20 MeV is shown in Fig.13, and is similar to
other mass values. This optimization confirmed the pre-
liminary choice of the cut on the signal region EEC < 50
GeV, also previously used in Ref.[31].

Overall optimization and improvement of the signal
selection and background rejection criteria resulted in
roughly more than a factor 10 reduction of the expected
backgrounds per EOT and an increase of a factor 2 in the
e�ciency of A0 ! invisible decay at higher beam rate for
the run III compared to those obtained in the analysis
reported in Ref.[31]. For the full 2016 exposure, the esti-
mate of the number of background events expected from
the sources discussed above per 1010 EOT was nb = 0.03,
while for the run of Ref.[31] it was nb = 0.5.

After determining and optimizing all the selection cri-
teria and estimating background levels, we examined the
events in the signal box and found no candidates, as
shown in Fig. 6. We proceeded then with the calculation
of the upper limits on the A

0 production. The combined
90% confidence level (C.L.) upper limits for the corre-
sponding mixing strength ✏ were determined from the
90% C.L. upper limit for the expected number of signal
events, N90%

A0 by using the modified frequentist approach
for confidence levels (C.L.), taking the profile likelihood
as a test statistic in the asymptotic approximation [63–
65]. The total number of expected signal events in the
signal box was the sum of expected events from the three
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FIG. 14: The NA64 90% C.L. exclusion region in the (mA0 , ✏)
plane. Constraints from the BaBar [32], E787 and E949 ex-
periments [26, 27], as well as the muon ↵µ favored area are also
shown. Here, ↵µ =

gµ�2
2 . For more limits obtained from indi-

rect searches and planned measurements see e.g. Ref. [13, 14].

mA0 , MeV 90% C.L. upper limit 90% C.L. upper limit
on ✏, 10�4 , no k-factors on ✏, 10�4with k-factors

1.1 0.21 0.18
2 0.227 0.236
5 0.42 0.48

16.7 1.2 1.29
20 1.24 1.54
100 5.3 7.95
200 12.6 21.8
500 37.4 94.4
950 91.0 349.0

TABLE IV: Comparison of upper bounds on mixing ✏ at 90
% CL obtained with WW and exact calculations for the Pb-Sc
ECAL target for Emiss > 0.5E0 at E0 = 100 GeV.

runs:

NA0 =
3X

i=1

N
i
A0 =

3X

i=1

n
i
EOT ✏

i
totn

i
A0(✏,mA0 ,�Ee) (26)

where ✏
i
tot is the signal e�ciency in the run i given by

Eq.(23), and the n
i
A0(✏,mA0 ,�EA0) value is the signal

yield per EOT generated by a single 100 GeV electron
in the ECAL target in the energy range �Ee. Each i-
th entry in this sum was calculated by simulating the
signal events for corresponding beam running conditions
and processing them through the reconstruction program
with the same selection criteria and e�ciency corrections
as for the data sample from the run-i. The expected
backgrounds and systematic errors estimated for the run
were also used in the limits calculation. The combined

• Best limits in the region 0.001 - 0.1 GeV. 

• Muon g-2 favoured parameter region for vector mediator model excluded.  

• Phys. Rev. Letters 118, 011802 (2017)



Results on light thermal dark matter
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• LTDM models can be classified into spin and mass of DM and mediators, here only 
considering vector mediator. 

• Assuming limits from prev. slide, constraints on DM annihilation freeze out. 

• Results obtained for LSND, E137 and MiniBoone with 1022, 1019 and 1020 POT. 

• NA64 obtained with only ~4x1010 
EOT. With ~4x1011 EOT NA64 can cover all beam dump 

exclusion areas.
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FIG. 15: The NA64 limits in the (y;m�) plane obtained for ↵D = 0.5 (left panel) and ↵D = 0.005 (right panel) from the full
2016 data set shown in comparison with limits from other experiments [13–19, 36]. The favoured parameters to account for the
observed relic DM density for the scalar, pseudo-Dirac and Majorana type of light thermal DM are shown as the lowest solid
line. For more limits expected from future searches, see, Ref.[14].

90% C.L. exclusion limits on the mixing strength as a
function of the A0 mass can be seen in Fig.14. In Table IV
the limits obtained with the exact and WW calculations
for di↵erent mA0 values are also shown for comparison.
One can see that the corrections are mostly relevant in
the higher mass region mA0 & 100 MeV. The derived
bounds are the best for the mass range 0.001 . mA0 . 0.1
GeV obtained from direct searches of A

0 ! invisible

decays [15].
The limits were also calculated with a simplified

method by merging all three runs into a single run as
described previously by Eq.(26). The systematic er-
ror for each N

i
A0 value includes the uncertainties in the

number of EOT (' 2%), signal e�ciency (in the range
' 10 � 20%) and in the A

0 yield (' 10%). The total
systematic uncertainty for NA0 was calculated by adding
all errors in quadrature. In accordance with the CLs

method [65], for zero number of observed events the
90% C.L. upper limit for the number of signal events is
N

90%
A0 (mA0) = 2.3. Taking this and Eq.(26) into account

and using the relation NA0(mA0) < N
90%
A0 (mA0) resulted

in the 90% C.L. limits in the (mA0 ; ✏) plane which agreed
with the one shown in Fig.14 within a few %.

IX. CONSTRAINTS ON LIGHT THERMAL
DARK MATTER

As discussed previously, the possibility of the existence
of light thermal Dark Matter (LTDM) has been the sub-
ject of intense theoretical activity over the past several
years [13, 14], see also [66, 67]. The LTDM models can be
classified by the spins and masses of the DM particles and
mediators. The scalar dark matter mediator models are
severely restricted or even excluded by non-observation
of rare B-meson decays [14, 15], so we consider here only

the case of a vector mediator. As was discussed in Sec.I,
the most popular vector mediator model is the one with
additional massive dark photon A

0 which couples with
DM particles via interaction L = eDA

0
µJ

µ
� . The cur-

rents J
µ
� =  ̄��

µ
 � and J

µ
� = i(�+� @

µ
�� � ��@

µ
�
+
� ) for

spin 1/2 and 0, respectively. Here, � denotes both, ei-
ther scalar or fermion LTDM particle. As discussed in
Sec.I, the � � A

0 mixing leads to nonzero interaction of
dark photon A

0
µ with the electrically charged SM parti-

cles with the charges e
0 = ✏e. As a result of the mixing

the cross-section of DM particle’s annihilation into SM
particles, which determines the relic DM density, is pro-
portional to ✏

2. Hence using constraints on the cross
section of the DM annihilation freeze out (resulting in
Eq.(5)), and obtained limits on mixing strength of Fig.
14, one can derive constraints in the (y;m�) plane, which
can also be used to restrict models predicting existence
of LTDM for the masses m� . 1 GeV.

These limits obtained from the full data sample of the
2016 run are shown in the left panel of Fig. 15 together
with the favoured parameters for scalar, pseudo-Dirac
(with a small splitting) and Majorana scenario of LTDM
taking into account the observed relic DM density [14].
The limits are calculated by using Eq.(6) under the con-
ventional assumption ↵D = 0.5, and mA0 = 3m�, here
m� stands for the LTDM particle’s masses, either scalars
or fermions. The plot shows also the comparison of our
results with limits from other experiments. Note, that
some of these limits were obtained by using WW ap-
proximation for the cross section calculation and there-
fore might require revision. The choice of ↵D = 0.5 is
compatible with the bounds derived in Ref. [68] based
on the running of the dark gauge coupling. However, it
should be noted that di↵erently form the beam dump
experiments, such as LSND, MiniBooNE and E137, the
�-yield in our case scales as ✏2, not as ✏4↵D. Therefore,

αD=0.5, mA’ = 3mχ αD=0.005, mA’ = 3mχ
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• Search is performed for sub-GeV dark photon mediated production of dark matter 
by NA64, using 4.3x1010 100 GeV electrons. 

• No evidence of such events found. 

• Derived upper limits on A’-γ mixing strength in the mass range 1-500 MeV, 
allowing to exclude vector mediator model solution for the muon g-2 anomaly. 

• Assuming these limits and constraints on DM ann. freeze out NA64 managed to 
exceed also limits on LTDM scenarios. 

• NA64 continues to increase statistics in the near future and extend searches for 
dark matter and new physics at CERN SPS. 

• Just finished our 2017 run, collecting additional 5x1010 electrons: 

• Runs finished both with invisible and visible mode, sensitivity to exclude ε = 
[5x10-5, 10-3], covering light X boson (8Be) favoured parameter region 

• Data under evaluation


